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ABSTRACT
Analysis of the human gaze is a basic way to investigate
human attention. Similarly, the view image of a human
being includes the visual information of what he/she pays
attention to. This paper proposes an interface system for
extracting the region of an object viewed by a human from a
view image sequence by analyzing the history of gaze points.
All the gaze points, each of which is recorded as a 2D point
in a view image, are transfered to an image in which the
object region is extracted. These points are then divided
into several groups based on their colors and positions. The
gaze points in each group compose an initial region. After
all the regions are extended, outlier regions are removed
by comparing the colors and optical flows in the extended
regions. All the remaining regions are merged into one in
order to compose a gaze region.

Categories and Subject Descriptors
I.4.6 [Image Processing and Computer Vision]: Seg-
mentation—Region growing, partitioning

General Terms
Algorithms

Keywords
Region extraction, Gaze points, View image sequence, gaze
object

1. INTRODUCTION
If a computer system recognizes which object a person is

interested in, the system can give useful information about
that object to him/her. In particular, such a system is very
convenient for an online information service if it can work
wherever he/she is, even while moving around. Several re-
searches have proposed online interface systems that give
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useful information to a system user. For example, [1] devel-
oped a system that provides information about objects (e.g.,
buildings) that are in front of a user. In this system, (1) the
information is superimposed on a view image taken by a
camera set near his/her eyes and (2) this image is displayed
in a head-mounted display. This system, however, needs a
gyro sensor, a GPS receiver, a pedometer, and other kinds
of geometric sensors in order to identify objects in front of
a user. That is, the given information is determined only
by geometric information. In fact, this system[1] is designed
for providing information about large buildings/areas in a
wide area. Similar systems have been proposed in [2, 3]. Al-
though this scheme is effective for identifying large objects
such as buildings, (i) annotated information becomes com-
plicated in an image if there are many objects in front of
a user, (ii) it is difficult to identify an object that a user is
focusing on, and (iii) it is impossible to give the information
of mobile objects such as people, robots, and livingware. To
solve these problems, a view image should be analyzed to
estimate which object in the view image is being gazed at
by a user. The recognition performance can be increased by
clearly extracting the region of the object and recognizing
the extracted region.

A human can inform a computer system of his/her at-
tention in several ways, e.g., by finger pointing, directing
the gaze, and so on. Many systems that recognize where
a human points his/her finger at have been proposed (see
[4], for example). However, pointing with the finger has the
following problems: (1) even if the system can obtain the
exact 3D position of a user’s fingertip, it is difficult to de-
termine the 3D direction of the finger pointing because the
beginning point of the direction is ambiguous or unknown1

and (2) a user has to stop his/her task while performing a
gesture. These problems can be avoided by employing gaze
directions: (1) the gaze direction can be determined with-
out ambiguity and (2) while a user performs another task,
he/she can gaze at a 3D position. In addition, a human
naturally gazes at an object that he/she is interested in.
Accordingly, our objective is to acquire the image region of
an arbitrary object gazed at by a user, with analysis of the
gaze and view image sequences.

We will refer to the previous researches that estimate a
gaze region in an observed view image by employing a de-
vice for acquiring gaze directions. In [8], the system for

1As a result of extensive experiments, we found that the
pointing direction is determined not only by a fingertip and
a left/right eye but also any other points in the finger. This
direction differs in individuals and targets.



extracting a gaze region from an observed image has been
reported. This system, however, reconstructs 3D depth in-
formation of the region around a gaze point and regards a
continuous region as a gaze object. [7] has proposed the ac-
tive vision system that looks toward an object gazed at by
a user. Since the system has no assumption regarding the
shape of the target object, it can gaze at an arbitrary object.
However, region extraction is not implemented. Since these
methods[8, 7] do not deal with image information, it is dif-
ficult to extract the region of an arbitrary object. To apply
the extracted image of a gaze object to other vision systems
that understand what and where the object is (e.g., object
recognition and tracking), the image should be extracted
completely and precisely.

Object extraction is one of the most important subjects
in Pattern Recognition. The regions of all observed objects
are segmented based on image information, e.g., edge lines,
color distribution, and so on. If all object regions can be
extracted using an object extraction method, a region gazed
at by a user can be selected by pinpointing it with a device
for acquiring gaze directions. Note that the method for our
objective must be able to work in a mobile camera system.
Although it is more complex than the method for a fixed
camera system, for example), some algorithms have been
reported. These algorithms, however, cannot be applied in
our case due to the restrictions below:

• Simple object detection[9]: This algorithm detects only
where objects are in an observed image but cannot ex-
tract their regions.

• Object extraction in the polar coordinate system[10]:
If the motion of an object is similar to that of a camera,
the extraction performance is quite low. In general, a
person moves his/her view towards the gaze object.
For our purpose, therefore, the disadvantage of this
algorithm is critical.

• Background subtraction with a mobile camera[11]: This
method first generates a wide background image by
mosaicing multiple images observed while moving a
camera. However, (1) there must be a long distance be-
tween the camera and the observed object and (2) mo-
tionless or slow-motion objects cannot be extracted be-
cause their regions are included in the mosaiced back-
ground image.

For daily use, these restrictions regarding distance, motion
and other characteristics of gaze objects should be removed.
We believe that this disadvantage of image analysis can be
solved by integrating with the above mentioned gaze analy-
sis.

In [12], image and gaze analyses have been proposed for
extracting a gaze region. Although this method can extract
the region of a gaze object, it can extract only a static object
with a fixed camera system (i.e., only when the user’s head
is not moving). In this paper, therefore, we focus on how to
integrate image and gaze analyses for arbitrary object ex-
traction in a mobile camera system. It should be noted that
we have to employ the characteristics of temporal/sequential
gaze points effectively in order to extract a gaze region pre-
cisely. This is an essential difference between our problem
and traditional region segmentation in Pattern Recognition.

View camera

Image sensor

Mirror

Figure 1: Eye-mark
recorder EMR-8.

Gaze point

Figure 2: Output image of
EMR-8.

2. SYSTEM OVERVIEW
To measure a user’s view line, an eye-mark recorder is

often used. We use the EMR-8 (Fig. 1) made by NAC Inc.2

The EMR-8 consists of a view camera, an image sensors
and a mirror. One of the user’s eye is observed by the image
sensor through the mirror, and its direction (we call it a view
direction) is measured. The view camera is almost exactly
between two eyes and observes the user’s view images in
real time. The view direction at each observation timing
is represented as a 2D point on the image observed by the
view camera and overlaid on it (Fig. 2). We call this point
a gaze point. The above data is acquired at 15 fps.

The view camera captures sequential images from when a
user starts gazing at an object to when he/she stops. In our
system, we assume that a user intentionally moves his/her
view directions so that (1) all gaze points exist within the
gaze region wherever possible and (2) the region is covered
by the gaze points as much as possible. In addition, he/she
notifies the system when he/she starts and finishes gazing
at an object in any way (e.g., pressing a button). During
the gazing period, a 2D gaze point of one eye in each ob-
served image is obtained. Let f0, · · · , fEx, · · · , fN be the
observed images taken at intervals. After the gazing fin-
ishes, the system extracts the gaze region. This extraction
process is divided into two steps. First, all the gaze points
are transfered to one of the images fEx in which the gaze re-
gion is extracted (this will be described in Sec. 3). Second,
the gaze region is extracted in fEx by analyzing image in-
formation and the distribution of the transfered gaze points
(this will be described in Sec. 4).

The outline of the extraction process is described as fol-
lows (Fig. 3):

1. Obtain the history of gaze points

2. Transfer all the gaze points to fEx (Sec. 3.1)

3. Remove obvious outlier points: (Sec. 3.2)

4. Generate initial regions (Sec. 4.1)

5. Detect edge lines (Sec. 4.2)

6. Extend the regions (Sec. 4.3)

7. Remove the outlier regions (Sec. 4.4)

2In our experiments, the EMR-8 was used. For a system
which does not use a wearable device, a camera system for
estimating gaze directions (e.g., [5, 6]) can be employed.
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Figure 3: Process flow of the extraction process

3. TRANSFER OF GAZE POINTS TO AN
IMAGE

3.1 Transfer of Gaze Points
In our prototype system, a user manually selects an image

frame fEx in which the region of a gaze object is extracted.
Gaze points in all observed images are then transfered to
fEx. For this transfer, we integrate the SSDA[13] and the
feature tracking and verification method proposed in [14]:

1. A gaze point in frame fi is transfered to fi+1 (if i <
Ex) or fi−1 (if Ex < i) towards fEx frame by frame.
With the SSDA, each point is transfered to the point
having the least discrepancy calculated by Eq. (1).

e(m,n) =
�

j

�
i

|S(i, j) − W (i − m, j − n)| , (1)

where (m, n) denotes the displacement of a point be-
tween two sequential frames and S(i, j) and W (i, j) de-
note the pixel color at (i, j) in frames fi and fi+1/fi−1,
respectively.

2. The verification method validates whether or not each
gaze point successfully corresponds to a point in fEx.

In general feature point tracking/correspondence prob-
lems (e.g., for stereo vision and other 3D reconstruction
algorithms), discriminative feature points are first detected
and then tracked/corresponded. In our system, on the other
hand, since tracking points are given as gaze points, they
may have no discriminative features around them (e.g., points
in a plain-color area). Such featureless points are mistak-
enly corresponded to a similar point. For example, a point
in a plain-color area can be corresponded to other points in
the same area. To cope with this problem, we give weighted
variables wx and wy to Eq. (1) in order to keep the geomet-
ric configuration between two sequential gaze points.

wx = 1 + (xorg
p′ − xorg

p ) − (xtrn
p′ − xtrn

p ) (2)

wy = 1 + (yorg
p′ − yorg

p ) − (ytrn
p′ − ytrn

p ) (3)

p′ = p + 1 if p < Ex

p′ = p − 1 if p > Ex

e(m,n) =
�

j

�
i

|S(i, j) − W (i − m, j − n)| · wxwy ,(4)

where (xorg
p , yorg

p ) denotes the coordinate of a gaze point Pp

in the original frame fp and (xtrn
p , ytrn

p ) denotes the coordi-
nate of the same point transfered from fp to a certain frame.
In Eq. (2) and (3), (xtrn

p′ , ytrn
p′ ) and (xtrn

p , ytrn
p ) are the co-

ordinates transfered to the same frame. Since gaze points
are obtained at very short intervals, the weighted variables
wx and wy work well even if the posture of a gaze object
changes while a user gazes at it. It should be noted that
any other algorithm for tracking feature points (e.g., [15])
can be employed instead of the SSDA[13] if the algorithm
can incorporate the criteria about the distance between con-
secutive gaze points (i.e., Eq (2)(3)).

For our system, point transfer by the above mentioned
process does not cause a serious problem even if it estab-
lishes an incorrect correspondence between similar points in
a featureless area. This is because both of the original and
transfered points are in the same area that should be entirely
included in the region of a gaze object, except the case that
this area is next to a background region and they have the
same colors. Therefore, the transfered point can be used for
the following process, namely initial region generation.

In what follows, a gaze point and (xi, yi) mean a gaze
point transfered to frame fEx and its coordinate in fEx.

3.2 Removing Obvious Outlier Points
A user intentionally moves his/her view directions so that

all gaze points exist within the gaze region. Several gaze
points in fEx, however, might be outside the region of the
gaze object because (1) the view direction of a human being
inevitably tends to sway, (2) the estimated result of an eye-
mark recorder includes errors, and (3) a gaze point observed
in the gaze region is transfered over its boundary due to an
incorrect correspondence.

We remove the outlier points based on the density of the
valid gaze points; points distant from the densest concentra-
tion are removed. The distance is evaluated by the following
equation:

wi =

�����
N�

j=1

(xi − xj)

�����+
�����

N�
j=1

(yi − yj)

����� , (5)

where N denotes the number of gaze points. w1, · · · , wN are
calculated and then outlier detection based on least median
squares[18] is executed for them. The gaze points, each of
which has one of the outlier distance, are considered to be
outlier points and removed from the set of the gaze points.

With this procedure, the outlier points near the region
of the gaze object cannot be eliminated. These points are
eliminated based on analyzing the variation of geometric
configurations of gaze points (will be described in Sec. 4.1.2)
and removing outlier regions (will be described in Sec. 4.4).
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4. GAZE REGION EXTRACTION FOR ES-
TIMATING THE GAZE REGION

4.1 Initial Regions

4.1.1 Gaze Point Grouping
In our system, some regions are generated from a set of the

gaze points and extended to determine the total region of a
gaze object. In the extension procedure, edge lines observed
in the gaze region suppress successful extension. This prob-
lem is avoidable by making bigger initial regions. The bigger
regions, however, can be generated over the boundary line
of the gaze region. The region beyond the boundary results
in fatal errors in extraction. To cope with this problem, we
generate multiple initial regions as illustrated in Fig. 4.

Multiple initial regions are generated as follows. First of
all, all gaze points in fEx are divided into several groups. We
call these groups gp-groups (Gaze-Point groups). A convex
hull of gaze points in each gp-group is regarded as an initial
region. To divide all the gaze points into gp-groups taking
into account the above mentioned problem, the following
three points of information are considered:

Color information RGB color information is represented
as a 3D vector in the RGB space. The angle θ between
the RGB vectors around gaze points is calculated to
determine whether or not these gaze points are classi-
fied into the same gp-group.

Spatial distribution The distance de between the centroid
of the gaze points in a gp-group and another gaze point
Pnew is evaluated to determine whether or not Pnew is
classified into this gp-group.

de =
�

(Cx − xm)2 + (Cy − ym)2, (6)

where (Cx, Cy) and (xm, ym) denote the centroid of a
gp-group and the position of a gaze point m.

Temporal trajectory The temporal information of two
gaze points is represented by the length of the tra-
jectory between them, represented by db:

db =

m−1�
i=l

�
(xi+1 − xi)2 + (yi+1 − yi)2, (7)

where (xl, yl) denotes the coordinate of the gaze point
that generates a gp-group and (xm, ym) denotes the
coordinate of the gaze point that is evaluated whether
or not classified into this gp-group.
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Figure 5: Error in the grouping procedure.

f
Ex-n f

Ex
f
Ex+n

Boundary line

Gazed region

P1

P2 P3

P4

P1

P2 P3

P1

P2 P3

P4
P4

(a) (b) (c)

Figure 6: Outlier detection based on the change in
the distance between points.

Based on these criteria, we define a correlation between a
gp-group and a gaze point as follows:

C = cos θ · de · db (8)

With this function, all gaze points are segmented as follows:

Step 1 The gaze point (x0, y0), observed when a user starts
gazing at an object, forms an initial gp-group.

Step 2 Suppose that N gp-groups have been generated.
The correlations C1,··· ,N between these N gp-groups
and a gaze point (xi, yi) are calculated.

Step 3 (xi, yi) is then segmented to the gp-group that has
the highest correlation Chigh (high ∈ {1, · · · , N}) if
Chigh is above a predefined threshold.

Step 4 If Chigh is below the predefined threshold, on the
other hand, a new gp-group is generated and (xi, yi)
is segmented to this newly generated gp-group.

Step 5 Steps 2, 3 and 4 are applied to all gaze points.

4.1.2 Discrimination between Properand Outlier Points
in a Gp-group using Time Sequence Images

As a result of the grouping procedure described in Sec.
4.1.1, a gaze point Pb, which has a similar color to the gaze
points in a gp-group that is in close proximity to Pb, might
be integrated into the gp-group as illustrated in Fig. 5.
Since this incorrect gp-group includes background regions,
the gp-group must be corrected so that the gaze point in a
background (i.e., Pb) is eliminated as an outlier point.

The targets for elimination in this section are in proximity
to the gaze region whereas obvious outlier points removed
in Sec. 3.2 are distant from the gaze region. These outlier
points are obtained mainly when a user gazes at a moving
object because it is difficult to accurately gaze at the inside
of the moving object. Therefore, it is important to eliminate



the outlier points and correct the gp-groups in the case of
gazing at the moving object.

This correction procedure can be easily implemented if a
gaze object moves under observation. The geometric con-
figuration of the gaze points in the moving object and a
background changes depending on where the object is in the
image, while that only in the object it self is almost fixed
as illustrated in Fig. 6. In this example, P1, P2, and P3
are in the object region and P4 is in a background. Figures
(a), (b), and (c) show the gaze points transfered to different
frames: Fig. (b) shows frame fEx and Fig. (a) and (c) show
frames fEx−n and fEx+n, respectively. In our experiments,
n = 10 was given in advance. In this example, P4 is an out-
lier point. Outlier elimination in this section is practically
implemented as follows:

Step 1 All gaze points are transfered to frames fEx−n and
fEx+n by the procedure described in Sec. 3.1.

Step 2 The distances between all pairs of gaze points in a
gp-group are calculated. In an example shown in Fig.

6, |−−−−−→P1 · P2|, |−−−−−→P1 · P3|, |−−−−−→P1 · P4|, |−−−−−→P2 · P3|, |−−−−−→P2 · P4|,
and |−−−−−→P3 · P4| are calculated.

Step 3 Similar to Step 2, the distances between the gaze
points in frames fEx−n and fEx+n are also calculated.

Step 4 Let dmax = |−−−−−−−−−−−→(xa, ya) · (xb, yb)| be the maximum value
in all the distances in fEx−n, fEx, and fEx+n. If dmax

is larger than a predefined threshold, Pa = (xa, ya) or
Pb = (xb, yb) is regarded as an outlier point.

Step 5 The summation of the distances between Pa and
all other points is calculated in frames fEx−n, fEx,
and fEx+n. Let Sa be the sum of three summations.
Similarly, Sb for Pb is also calculated.

Step 6 If Sa > Sb, Pa is considered to be an outlier point
and eliminated. Otherwise, Pb is eliminated.

This procedure allows the system to infallibly eliminate the
outlier points that are wrongly included in the group within
the gaze object. Some outlier points may remain near the
region of the gaze object and compose outlier regions. These
regions are removed by the process described in Sec. 4.4.

4.1.3 Generating Initial Regions
After the gaze points in each gp-group are determined,

the region of each gp-group should be generated. We call
this region a gp-region. In our method, the convex hull that
consists of the gaze points in each gp-group is regarded as
the initial state of a gp-region. This convex hull is generated
by employing the Quick Hull algorithm proposed in [19]:

Step 1 If the number of the gaze points in a gp-group is
less than three, the gaze points and their vicinities are
regarded as the initial state of a gp-region.

Step 2 Otherwise, three arbitrary gaze points are selected
for generating a triangle that is regarded as an initial
hull.

Step 3 If there exists any gaze point outside the convex
hull, the point that is the most distant from a side of
the convex hull is selected. This point and side are
denoted by Pd and Ld, respectively.

Step 4 The two line-segments between Pd and two vertices
of Ld are inserted into the convex hull instead of Ld.

Step 5 Steps 3 and 4 are continued until no gaze point is
outside the convex hull.

4.2 Edge Detection
For image segmentation, the boundary line between ob-

served objects provides useful information. The boundary
line can be detected by edge detection. In our system, the
method proposed in [16] is employed for color edge detection.
After edge detection, edge thinning and short edge elimina-
tion are executed so that the boundary line is indicated as
clearly as possible.

4.3 Region Extension
The boundary line of a gaze object is estimated by ex-

tending the initial gp-regions. For the extension, taking
into account the following factors, we employ Snakes[17].
Let �v(s) denote s-th point located along the boundary of
each gp-region. In our system, Eq. (9) is utilized to adjust
the extension so that (1) the boundary of each gp-region is
smooth, (2) the extension is suppressed by edge lines, and
(3) the extension gets weaker as the boundary of the gp-
region is more distant from its centroid:

Esnake =

� 1

s=0

{Eint(�v(s))+Eimg(�v(s))+Egrv(�v(s))}ds, (9)

Eint(�v(s)) = α|�vs(s)| + β|�vss(s)|, (10)

Eimg(�v(s)) = γ(−|∇I(�v(s))|), (11)

Egrv(�v(s)) = δ(−|�v(s) − g(�v(s))|), (12)

where

• �vs = d�v/ds,

• �vss = d2�v/ds2,

• I(�v(s)) and g(�v(s)) denote the color value in �v(s) and
the centroid of all the points along the boundary, re-
spectively, and

• α, β, γ, and δ are weighted constants.

Extension of each point on the extending gp-region finishes
when the gp-region touches another gp-region.

4.4 Removing Outlier Regions
The extended gp-regions are integrated in order to com-

pose the region of a gaze object. This integration procedure
consists of the following processes; detection of a reliable
gp-region and integration of neighboring gp-regions based
on similarity of color and motion information.

First, the number of gaze points included in each extended
gp-region is counted. Then, the gp-region having the maxi-
mum number is regarded as the gp-region that can be reli-
ably considered to be included in the gaze region.

Next, the gp-regions, which touch the reliable gp-region
and have a similar color to it, are merged. Note that this
process integrates only the gp-regions that have similar col-
ors, but the gp-regions that have different colors may be in-
cluded in the gaze region. These gp-regions will be merged
with the estimated gaze region by the following integration
process.
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Figure 7: Outlier region elimination based on mo-
tion vector analysis.

In the integration process, we should notice that outlier
points remaining near the gaze object compose outlier gp-
regions as mentioned in the last paragraph of Sec. 4.1.2. If
an extended outlier gp-region does not touch the gaze re-
gion, this outlier gp-region can be easily distinguished from
the extended gp-regions included in the gaze region. All ex-
tended gp-regions are, however, close to each other because
obvious outlier gaze points are eliminated in the procedure
described in Sec. 3.2. We have to, therefore, detect those
outlier gp-regions based on another criterion. Similar to out-
lier point elimination described in Sec. 4.1.2, motion infor-
mation of the gaze object is useful to discriminate between
proper and outlier gp-regions. That is, motion vectors of a
moving gaze object and other regions are different from each
other. The motion vectors are analyzed to find out whether
they are merged with the reliable gp-region as follows.

Let R0 be the region that is currently regarded as the
gaze region by the above mentioned procedure. The system
then examines whether neighboring gp-regions (R1 and R2

in an example shown in Fig. 7) are merged with the gaze
region. For the examination, two kinds of typical motion
vectors in the boundary of each neighboring gp-region are
compared; one is in the overlapping area between the cur-
rent gaze region and each neighboring gp-region (B0,1, for
example) and the other one is in the rest of the boundary
line of the neighboring gp-region (B1, for example). The
median of the motion vectors is regarded as the typical mo-
tion vector. If the two vectors are close to each other, the
neighboring gp-region is merged with the gaze region. Oth-
erwise, the neighboring gp-region is is considered to an out-
lier gp-region. This integration procedure is continued until
all neighboring gp-regions are examined whether or not they
are merged. In an example shown in Fig. 7, A1 is merged
but R2 is not merged.

Finally, the merged region is considered to be the target
gaze region.

5. EXPERIMENTS
All experiments were conducted under the following con-

ditions:

• The image size is 320 x 240 pixel.

• RGB images and gaze points were observed at 15 fps.

• Each observation was for two seconds.

Under this condition, it took about 2∼3 sec to obtain each
extraction result through the whole processes described in
this paper by using a Pentium4 3.2GHz PC3.

The experimental results are shown in Fig. 8 (observing
a static object) and 9 (observing a moving object):

Fig (a) Partial image and gaze point sequence observed
while a user moves his/her head

Fig (b) Image in which extraction is executed and the gaze
points which are transfered to this image

Fig (c) Initial gp-regions (described in Sec. 4.1)

Fig (d) Edge image (described in Sec. 4.2)

Fig (e) The result of region extraction (described in Sec.
4.3)

Fig (f) The result of removing outlier gp-regions (described
in Sec. 4.4)

Fig (g) Extraction result

When gazing at a static object (Fig. 8), the extracted
result was very good because most of the gaze points were
within the region of the target and their number was suffi-
cient to determine the region. In Fig. 9 (c), on the other
hand, it can be seen that a number of outlier gaze points
were observed when a user gazed at a moving object. Note
that obvious outlier points (indicated by � in Fig. 9 (b))
were eliminated in Fig. 9 (c) but the outlier points near
the moving object (indicated by � in Fig. 9 (b)) were not
eliminated. These outlier points generate a gp-region and
the region was extended as shown in Fig. 9 (e) (indicated
by �). This region was, however, eliminated taking into ac-
count the difference of motion vectors as shown in Fig. 9 (f)
and (g).

We also conducted other experiments: observing a mobile
robot (Fig. 10), observing one of moving people (Fig. 11),
and observing a walking person in a complicated background
(Fig. 12). It can be confirmed that our proposed system can
work for various target objects.

6. CONCLUDING REMARKS
This paper presented the system that analyzes the spatio-

temporal information of observed images and gaze points
to extract the region of an object gazed at by a user. The
proposed system can extract both static and moving objects
from images observed while the user moves his/her head.
Since the extracted region shows what the user gazes at,
this information is useful for analyzing human attention.

We are improving the system in terms of the following
aspects:

• With the current implementation, a user must wait for
an extraction result for about 3 sec. This response time
is not suitable for an online interface system. Since

3The speed performance of the current system is not satisfy-
ing but applicable to providing simple information of what
he/she is interested in (e.g., the owner/price of an object).
However, some of expansive applications (e.g., teaching how
to operate a device at each moment[20]) require a real-time
processing.



(a) Observed images

(b) Transfered points (c) Initial regions

(d) Edge image (e) Extraction result

(f) Outlier elimination (g) Extraction result

Figure 8: Extraction result of a static person.

most of the computational time is spent on transferring
gaze points, we estimate that the response time can be
within 1 sec by shortening the computational cost for
transferring gaze points.

• The result of our system depends on an estimated edge
image while the edge information in sequential images
may differ from each other due to several factors such
as image noise, change in shade and background colors
near the boundary of a gaze object). The performance
of the system, therefore, can be improved by integrat-
ing the extraction results in multiple images.

• A sophisticated active contour method can improve
the performance of region extraction (see [21], for ex-
ample) and can be used also for tracking a gaze object
after extraction.

• We have developed a system for estimating the 3D po-
sition gazed at by a user by employing the history of
binocular view lines[22]. In this system, the character-
istic of the human gaze, in which binocular view lines
intersect at one point when he/she gazes at something,
is employed. With this characteristic, the system pro-
posed in this paper can be augmented so that a user
can gaze at multiple objects simultaneously. That is,
a set of continuously crossing view lines give the gaze
points when he/she gazes at each object.

(a) Observed images

(b) Transfered points (c) Initial regions

(d) Edge image (e) Extraction result

(f) Outlier elimination (g) Extraction result

Figure 9: Extraction result of a moving person.
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