
IBR-based Free-viewpoint Imaging of a Complex Scene using Few Cameras

Norimichi Ukita, Shohei Kawata, and Masatsugu Kidode
Nara Institute of Science and Technology, Japan

ukita@ieee.org

Abstract
This paper proposes a free-viewpoint imaging

method that can be used in a complicated scene such
as an office room by using sparsely located cameras.
In our method, a free-viewpoint image is generated
from multiple image patches obtained by dividing ob-
served images. The quality of the generated image
strongly depends on how to divide the observed im-
ages. In an incorrect patch in the generated image, the
images projected from different cameras differ signifi-
cantly. With this property, the incorrect patches can be
detected. These patches are then re-divided. We demon-
strated the effectiveness of our method by generating
free-viewpoint images from the real images observed by
the cameras in an office room.

1 Introduction
Free-viewpoint imaging with multiple cameras is

useful for a number of real-world applications such as
remote monitoring and distance learning. Many stud-
ies focus on how to fully represent the 3D appearance
of a foreground-moving target object such as a human
(see [1], for example). In addition to this technique,
background scene representation is also required in or-
der to improve the immersive reality. In terms of cost,
the background representation should be generated by
few cameras that are located sparsely in order to use a
free-viewpoint system daily in commonplace areas.

It is possible to generate a free-viewpoint image of
any object, including foreground and background ob-
jects, using 3D information (e.g., depth map in [2]).
However, it is difficult to acquire sufficient information
(e.g., distances in all pixels in [2]) using sparsely lo-
cated cameras. Instead of such a 3D-based approach,
Image-Based Rendering (IBR) with a few cameras is
feasible to provide a natural free-viewpoint image. For
example, view morphing[3] enables high-quality imag-
ing if a few cameras are located near by. Although IBR-
based imaging with sparse cameras for a simple large-
scale space has been proposed (e.g., for a stadium[4]
and for large objects[5]), these methods are not suitable
for reconstructing a complex scene. Therefore, we pro-
pose a free-viewpoint imaging method that can be used
in a complex scene by using sparsely located cameras.

2 Free-viewpoint Imaging with a Mesh
Our prototype system consists of two fixed cameras

spaced 1.5m apart. The images observed by these cam-
eras are shown in Figure 5. Lines and points superim-
posed on the images depict a triangle mesh, consisting
of multiple triangle patches. A free-viewpoint image
is generated by deforming and integrating the triangle
patches of the observed images. The quality of the gen-
erated image strongly depends on how to divide the ob-
served images into the image patches.

Our method is composed of an offline process for
rectifying the triangle mesh and an online process for
generating an image using it. We assume that a few cor-
rectly corresponding triangle patches in the input im-
ages are given in advance. In our experiments, only 15
corresponding points in the images were given manu-
ally. They are employed not only for generating an ini-
tial triangle mesh but also for estimating the epipolar
geometry between the images. The epipolar geometry
is used for rectifying the triangle mesh.

The basic scheme of our method is as follows.
1. The internal [6] and external camera parameters

are estimated in advance.
2. Several corresponding points are given in two ob-

served images.
3. A pair of triangle meshes in the images is gener-

ated from the corresponding points.
4. The xy coordinates of the given points in a free-

viewpoint image are obtained via their recon-
structed 3D positions.

5. A triangle mesh in the free-viewpoint image is pro-
duced from the obtained points.

6. The images inside the patches in the observed im-
ages are projected onto the free-viewpoint image
using an affine transform.

As mentioned before, the patch configuration greatly
affects the quality of a generated image. To confirm this
effect, two typical examples are shown in Fig. 1, each
of which shows a part of the generated image. Figure
1 (a) seems natural (i.e., no wrong noncontinuous line)
because a patch is included within a 3D surface in a
scene. The images that are transformed to this region
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Figure 1. Examples in a generated image.

from the observed images are almost the same. In Fig.
1 (b), on the other hand, there are artificial noncontinu-
ous lines. In this case, the images transformed from two
camera images are quite different. With this property,
an incorrect patch can be detected. The image patch is
then re-divided so that the divided patch can generate a
natural image. This is a basic scheme in mesh rectifica-
tion for generating a natural free-viewpoint image.

3 Mesh Rectification
3.1 Increasing points

New points added to an initial mesh should be lo-
cated so that the following two conditions are satisfied:
C1: Located within unnatural regions.
C2: Located in a vertex of a 3D surface in a scene.

First of all, a triangle patch that satisfies C1 is se-
lected by the following steps:
step-1-1 Select a pair of triangle patches between two

images. The selected corresponding patches are
transformed to the same shape using an affine
transform. In our experiments, they are trans-
formed to an isosceles triangle.

step-1-2 The difference between the two transformed
patches is computed.

step-1-3 The difference values of all pixels are bina-
rized using [7]. The difference pixels detected by
the binarization process are counted. This number
is denoted by Ndif .

step-1-4 Let one of the two images, whichever has the
larger patch, be IR. The counted number is divided
by the original size of the patch in IR for normal-
ization. This number is denoted by N̂dif .

The above steps are applied to all patches. The patch
with the highest N̂dif is regarded as the most unnatural
patch. This patch is therefore selected as a patch divided
by the next new point. Compared with an algorithm
that handles all pixels in an image simultaneously (e.g.,
[8]), our method is superior for rectifying small errors.
Although the method proposed in [9] also evaluates the
difference between corresponding transformed patches
as does our method, the purpose of [9] is different from
that of our method; [9] determines the best connections
among given fixed points for generating triangle patches
that are consistent with 3D surfaces.

Then, a new point that satisfies C2 is determined in
the selected patch by the following steps:

step-2-1 The corresponding patches in the observed
images are transformed, subtracted, and binarized
by steps 1-1, 1-2, and 1-3 for detecting difference
pixels.

step-2-2 The binarized patch is segmented so that
neighboring difference pixels are connected and
compose a block.

step-2-3 The max-size block is selected and retrans-
formed onto the original-form patch in IR.

step-2-4 A point is determined within the retrans-
formed block in IR using the Harris operator [10]
in order to extract a point with the largest image-
gradient in which a vertex of a 3D surface might
be located.

3.2 Point Correspondence

The procedure described in Sec. 3.1 detects a new
point PR only in one image (i.e., IR). A point corre-
sponding to PR must be found in the other image. The
corresponding point is searched for along the epipolar
line in the other image by employing the following eval-
uation function F (PC), where PC is one of the points
on the epipolar line F (PC) = Fncc(PC)×F3D(PC)×
Fim(PC), where Fncc(PC), F3D(PC), and Fim(PC)
denote the following values, respectively:

Fncc(PC) is the normalized cross correlation between
PR and PC .

F3D(PC) is exp(−dis) where dis denotes the distance
between a 3D surface including the selected patch
and a 3D position reconstructed from PR and PC

using triangulation.

Fim(PC) is 1−Nnew
dif

Ndif
, where Nnew

dif denotes the number
of difference pixels detected by the steps 1-1, 1-2,
and 1-3 in new patches with a new point, PC

1, if
Ndif > Nnew

dif . Otherwise, Fim(PC) is 0.

If F (PC) is the highest and larger than a threshold, PC

is considered to be the point corresponding to PR.
Although several algorithms have been proposed for

matching feature points observed by sparsely located
cameras (see [11], for example), Fim(PC) is peculiar
to the application addressed in this paper.

Note that wrong corresponding points result in un-
natural regions in a generated free-viewpoint image.
The above threshold should be, therefore, large in or-
der to avoid wrong correspondence.

3.3 Increasing Patches

New patches should be generated so that their sides
are along edges of a 3D object in a scene. Our
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Figure 2. Rectifying patches for a new
point on an edge.
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Figure 3. Rectifying patches for a new
point not on any edge.

method has two ways of mesh rectification depending
on whether or not a new point is on the edge line.

First of all, the edge image of the observed image
is created. If the new point is on any of edge lines, new
patches are generated so that the new point becomes one
of their vertices and the edge line overlaps one of their
sides as illustrated in Fig. 2.

If the new point is not on any edge line, the new
patches are generated so that each of them consists of
the new point and two of three vertices of the selected
patch as illustrated in Fig. 3.

The procedures described in Sec. 3 are repeated until
the number of difference pixels detected by steps 1-1, 1-
2, and 1-3 in all patches are less than the threshold.

4 Free-viewpoint Image Generation from
a Rectified Mesh

4.1 Camera Selection

In our method, each patch in a free-viewpoint image
is generated from one of two observed images. In gen-
eral, the camera that is near the virtual viewpoint should
be selected. In some cases, however, a 3D surface vis-
ible from the virtual viewpoint is invisible from the se-
lected camera as illustrated in Fig. 4. To avoid this inap-
propriate camera selection, the geometric configuration
of three vertices of a patch is checked as follows. Each
3D point is projected onto the image plane of the virtual
viewpoint; the 3D position of each vertex is known be-
cause point correspondence between two input cameras
is given. If the rotation direction (clockwise or counter-
clockwise) of three vertices of a patch P in the virtual
image is different from that in the image of the selected
camera, the rotation direction is also checked in the im-
age of the other camera. If it is the same as that in the

1Sec. 3.3 will describe how to produce new patches using PC .

Input image 2Generated imageInput image 1 Different surfaces

Nearest camera

Same surfaces
Figure 4. Different visible 3D surfaces de-
pending on the viewpoint; thick triangles
depict the same patch.

(a) Camera 1 (b) Camera 2

Figure 5. Initial triangle mesh.

virtual image, the other camera is selected for generat-
ing the image in the patch P .

4.2 Projection-order Selection

Depending on the 3D positions of the vertices of the
patches, the projection regions of the patches may over-
lap in a free-viewpoint image. In our method, the image
patches are overwritten in the order of projection from
input images. These overlapping patches have different
images. That is, the generated image changes signifi-
cantly depending on the order of projection, in particu-
lar, if a patch includes two or more noncontinuous 3D
surfaces erroneously. To obscure such patches with er-
rors, therefore, the patches are projected in descending
order of unnaturalness. The unnaturalness is evaluated
by the number of difference pixels detected by steps 1-
1, 1-2, and 1-3.

5 Experiments

Our experiments were conducted with two
IEEE1394 cameras (PointGrey Scorpion). Figure
5 shows the images observed by the cameras and
the initial meshes in them (15 points and 22 triangle
patches in each image).

Figure 6 shows rectified triangle meshes, each of
which consists of 76 points and 167 patches, in two in-
put images. Figure 7 shows examples of free-viewpoint
images generated using (a) the initial meshes and (b)
the rectified meshes. The viewpoint was at the center of
two cameras.
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Figure 6. Rectified triangle mesh.

(a) Before rectification (b) After rectification

Figure 7. Generated images.

To confirm the quality of the generated images, they
were compared with an image observed by a real cam-
era that was manually located at the viewpoint of the
generated image. The difference between this real im-
age and each generated image was computed and bina-
rized; the same threshold was applied to two difference
images. The free-viewpoint images were generated in
10 different virtual viewpoints. The means of the dif-
ferences in the images obtained from the initial mesh
and the rectified mesh were 3.2× 10−3 and 1.9× 10−3

(pixels/pixel), respectively.
Although the difference pixels decreased, straight

lines became uncomfortable in some regions as a result
of rectification. Figure 8 shows an example. While a
3D straight line became more straight as depicted by red
lines, jagged lines in the result of rectification (i.e., (b))
arose due to a number of narrow patches that crossed
a boundary between noncontinuous 3D objects (i.e., a
wall and a window).

We can make the following observations:
• While our method can rectify large deformations,

small errors arise and make unnatural regions.
• Although a new point and one side of a new patch

must be located on the boundary, our method can-
not achieve that completely:

– To locate a new point on the boundary, the
Harris operator is not enough.

– Although some new points were generated
on the boundary, no new patch has its sides
on the line.

6 Concluding remarks
This paper proposed a free-viewpoint imaging

method that can be used in a complicated scene by using

Jagged lines
(a) Before (b) After (c) Rectified Mesh

Figure 8. Disadvantage of rectification.

sparsely located cameras. In order to improve the qual-
ity, the following future work should be undertaken:

• Robust edge detection is needed to find bound-
aries.

• Boundaries should be more important in generat-
ing new points and patches.
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