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ABSTRACT
We propose the Wearable Virtual Tablet (WVT), where a
user can draw a locus on a common object with a plane
surface (e.g., a notebook and a magazine) with a fingertip.
Our previous WVT[1], however, could not work on a plane
surface with complicated texture patterns: Since our WVT
employs an active-infrared camera and the reflected infrared
rays vary depending on patterns on a plane surface, it is
difficult to estimate the motions of a fingertip and a plane
surface from an observed infrared-image. In this paper, we
propose a method to detect and track their motions without
interference from colored patterns on a plane surface. (1)
To find the region of a plane object in the observed image,
four edge lines that compose a rectangular object can be
easily extracted by employing the properties of an active-
infrared camera. (2) To precisely determine the position of
a fingertip, we utilize a simple finger model that corresponds
to a finger edge independent of its posture. (3) The system
can distinguish whether or not a fingertip touches a plane
object by analyzing image intensities in the edge region of
the fingertip.

Categories and Subject Descriptors
H [5]: 2: Input devices and strategies

General Terms
Algorithms

Keywords
Finger-drawing interface, Active-infrared camera, Wearable
computer.

1. INTRODUCTION
Our broad objective is to realize wearable interfaces for

expanding our information activities in daily life. We often
have to input various kinds of information into a computer
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when using it. As wearable technology advances, several
systems using portable interfaces have been developed:

FingeRing[2]: By typing with fingertip actions that are
detected by ring shaped sensors on each finger, a user
can use a virtual keyboard.

WristCam[3]: With a camera attached under a user’s wrist,
finger motions are observed. This allows us to unob-
trusively input gestures to a computer.

HIT-Wear[4]: With a camera mounted near a user’s view-
point, the shape/gesture of the hand/fingers are recog-
nized. Then, a selective menu is superimposed on the
hand region as seen on the observed image displayed
on a user’s HMD (Head Mounted Display).

Gesture pendant[5]: By emitting infrared rays from a cam-
era system and observing their reflections, the system
can easily detect the regions of the user’s hands and
classify the motions of the hands into predefined ges-
tures.

While these interfaces are useful for specifying predefined
characters and commands, it is impossible to input free con-
tents, for example, not only characters but also arbitrary
pictures and symbols.

Although the following free-content input systems have
been developed, they have some disadvantages as a conve-
nient wearable interface:

Pen device with physical sensors[6]: A user holds a pen
device with gyro and acceleration sensors. With these
sensors, the 2D locus of the pen device in the air can
be tracked. This system, however, has the follow-
ing disadvantages: (1) the user has to always carry
around the pen device, (2) the user has to turn on/off
a mechanical button for switching the input state from
on/off to off/on, and (3) there is no tactile sensation
while writing1.

Fingertip writing with a single stroke[7]: A user writes
a character with a single stroke by moving the finger-
tip in the air. The finger motion is observed by the
head-mounted camera, and the 2D fingertip locus is
displayed on the HMD. This system has an essential
problem; the user has to write a character with a sin-
gle stroke. To stop the input, therefore, the user has

1[8] reported that the sense of touch allows us to write and
type efficiently



to get the finger out of the visual field of the camera.
This troublesome operation makes it impractical.

To solve the problems in these systems, we have proposed
the Wearable Virtual Tablet (WVT), where a user can draw
a imaginary locus with the fingertip on a common plane sur-
face such as a notebook or a magazine. In this system, when
the fingertip touches the plane surface, its locus is regarded
as input. The WVT provides the following functions:

• The ability of drawing an imaginary and arbitrary lo-
cus on a plane surface using the fingertip.

• The ability of switching the input state from on/off to
off/on without any mechanical switches.

In our previous WVT[1], an active-infrared camera is em-
ployed to simplify image processing and acquire 3D informa-
tion of observed objects; a CCD camera captures an infrared
ray emitted from infrared-LEDs near the camera.

While the active-infrared camera allows us to easily es-
timate the motions of a fingertip and a plane surface, the
observed infrared ray is affected by several features of an
object (e.g., material and color). The previous WVT using
an active-infrared camera, therefore, could not work with a
plane surface with complicated texture patterns: Since the
reflectance of an infrared ray varies depending on gray pat-
terns on a plane surface, these patterns make it difficult to
estimate the motions of the fingertip moving on the plane.

We, therefore, improved the method for detecting and
tracking a fingertip and a plane surface. Our improved
method is as follows: (1) To find the region of a plane sur-
face in the observed image, four edge lines that compose a
rectangle are extracted. (2) To precisely determine the po-
sition of a fingertip in real time, we utilize a simple finger
model that corresponds to the finger edge independent of
its posture. (3) The system can distinguish whether or not
the fingertip touches the plane surface by analyzing image
intensities along the edge region of the fingertip.

2. WEARABLE VIRTUAL TABLET AND ITS
ARCHITECTURE

The WVT system consists of a wearable camera and a
HMD as shown in Fig.1. With this system, we can draw an
arbitrary locus on a portable plane surface even while freely
walking and moving our body. The position of a fingertip
on the input surface is detected and tracked in the observed
image. Its locus is superimposed on the current observed
image displayed in the HMD. This locus allows a user to
draw the locus continuously.

The following technical problems have to be solved in or-
der to realize the WVT:

Problem 1 Determine an input surface.

Problem 2 Detect and track a user’s fingertip.

Problem 3 Distinguish whether or not a user touches the
input surface.

Problem 4 Superimpose the locus of the fingertip on the
current observed image.

In this paper, to make the problem 1 easy, an arbitrary
rectangular surface held in a user’s hand is regarded as an
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Figure 1: Architecture
of the WVT: an active-
infrared camera and an
HMD.

Figure 2: Fingertip
drawing using the
WVT.
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Figure 3: Flowchart of the WVT.

input surface. The system has to detect the four corners
of this input surface to determine the location of the input
area in the image observed by the wearable camera. The
active-infrared camera we used[1] as the wearable camera
will be mentioned later. Its properties drastically simplify
detection of an input surface as well as estimation of fin-
gertip motion (problem 2); the infrared image enables the
system to easily detect an input surface and a user’s fin-
ger without being confused by a complicated background
scene and the texture patterns on the input surface. Fur-
thermore, the gray-scale information in the infrared image
allows the system to estimate whether or not the fingertip
touches the input surface, thus solving problem 3. Prob-
lem 4 can be solved by translating the fingertip locus from
the square buffer image to the region of the input surface
in the current image; based on the geometric configuration
among the four corners of the input surface, the projection
between two tetragons formed by the current region of the
input surface and the buffer image can be computed.

Our active-infrared camera consists of a conventional CCD
camera, infrared-LEDs and infrared-pass filter as shown in
Fig.1; this camera can only capture infrared rays as a gray-
scale image (Fig.4 (a)). A strong ray is represented as an
area of high intensity in the observed image. Since the in-
frared light source is near the CCD camera, the camera
mainly captures the reflections of the infrared rays emitted
by this light source.



3. FINGERTIP DRAWING USING AN
ACTIVE-INFRARED CAMERA

Figure3 shows the flowchart of the WVT. The WVT has
two functional modes:

Registration mode: To determine whether or not a user
has touched the input surface, the distribution of gray
values of the pixels around the fingertip is registered
in advance. For this registration, problems 1 and 2
described in Sec.2 have to be solved.

Input mode: After the registration mode, a user starts
drawing. In this mode, problems 1, 2, 3 and 4 have to
be solved.

In the WVT (Fig.3), the following processes are executed:

Detect the input surface The four corners of an input
surface are detected.

Detect the fingertip The fingertip of a user is detected.

Register the touch state Image information around the
fingertip is registered when a user touches the input
surface and registered.

Display the drawn locus on the HMD The input locus
drawn by a user is continuously displayed on the HMD.

Determine ON/OFF state Based on the image informa-
tion registered in the function “Register the touch state”,
the system estimates whether or not a user touches an
input surface.

In what follows, we describe how to implement the above
functions.

3.1 Detecting and Tracking a Virtual Input
Surface

In our system, the four corners of an input surface have
to be detected to determine its area and posture. For this
purpose, we suppose that the only objects in proximity to
the camera2 are an input surface and a user’s hand when
he/she uses the WVT.

In general, it is difficult to extract the regions of close-
objects from a color image (Fig.4 (a)); In an example shown
in Fig.4 (a), many background objects are observed in the
captured image and make close-object extraction difficult.
On the other hand, Figure4 (b) shows the observed infrared
image. The intensity of the reflected infrared ray depends on
the distance from the light source to an object in the scene.
By employing this property, the regions of close-objects can
be easily extracted from the observed infrared image (Fig.4
(c)) without a complicated method for 3D depth reconstruc-
tion. We call this image a close-object image.

While the WVT is working, the regions of close-objects are
extracted from the infrared image (as shown in Fig.5 (a)).
These regions include an input surface and a user’s hand.
To realize the WVT, these regions have to be detected sev-
erally; the WVT system searches for the four corners of the
input surface and the fingertip of a user. Edge detection
is useful for discriminating between the regions of observed

2Hereafter, we refer to an object in front of and near the
camera as a close-object.

(a)Color image (b)Infrared image (c)Close-object

Figure 4: Close-object extraction using an active-
infrared camera.

(a) Close-object image (b) Binarized edge image

(c) Detected lines (d) Four corners

Figure 5: Detecting the corners of an input surface.

objects. We apply the Sobel operator3 to the close-object
image to generate a gradient image whose pixel value is the
derivative of local image values. Image binarization4 and
edge thinning are applied to the gradient image in turn in
order to obtain an edge image (Fig.5 (b)). With these proce-
dures, the boundary lines of objects can be detected. Note
that other edge lines (e.g., texture patterns and shadows on
an observed object) are also included in the edge image. To
estimate the four sides of the input surface, the fast Hough
transform[9]5 is then executed for detecting straight lines.
Since the Hough transform processes each edge pixel, edge
thinning is effective for reducing processing time.

If the input surface has texture patterns that generate
edge lines (as shown in Fig.5 (c)), the system has to extract
the four sides from the multiple detected lines. This problem
also can be solved by employing the properties of the active-
infrared camera as follows:

1. Scan the edge image from the left side of the image to

3The Sobel operator performs a 2-D spatial gradient mea-
surement on an image and so emphasizes regions of high
spatial gradient that correspond to edges.
4Each pixel value in a gradient image is binarized with the
pre-defined threshold.
5The image taken by an actual camera is affected by ra-
dial distortion[10] that deforms the observed image geomet-
rically. This results in difficulty in detecting a straight line
in the image. We, therefore, correct the distortion in the
image by employing the method proposed in [10].
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Figure 6: Scanning edge points
Pfs from the left side of the im-
age to the right.

Figure 7: Edge
line of a fingertip.

the right. The edge point detected first is denoted by
Pfi(i = 1, · · · ) as shown in Fig.6. Note that not only
the surface but also a user’s hand holding it (right-
bottom part in Fig.6) are observed in this image. This
scanning is also executed from the right to the left,
from the top to the bottom, and the bottom to the top.
Every detected point must correspond to the four sides
of the input surface or the boundary edge of a user’s
hand.

2. Calculate the distance from each Pfi to every line de-
tected by the Hough transform. If the distance from
Pfx to the line Ly is small enough, Pfx is voted to
Ly .

3. The four lines corresponding to the four highest vote-
getters are considered to be the four sides of the input
surface.

The four lines are then determined. The intersection
points of these lines are considered to be the four corners
(Fig.5 (d)).

With the above procedures, the system can detect a sur-
face independence of its position and posture when a user
holds the input surface.

3.2 Tracking a Fingertip using Arc Detection
The system searches for the position of a fingertip in the

edge image. In [11], the circle-template matching method
is proposed for finding fingertips observed in the binarized
image; a user’s hand is extracted from the observed im-
age. This method works very well when a user’s hand is
precisely extracted. In an image captured by our active-
infrared camera, however, an input surface is observed as
well as a user’s hand as a close-object and it is difficult to
discriminate between the regions of these two objects. This
results in difficulty in applying the circle-template matching
method proposed in [11] to our WVT system.

A fingertip can be modeled as a semicircle/arc. Most cir-
cle/arc detection methods search an edge image for a target
(see [12], for example). Fig.7 shows examples of a finger-
tip in the edge image. From these images, we can see the
following problems:

Problem 1 A boundary line is slightly different from part
of a true circle, that is, a detected line might be a bent
arc.
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Figure 8: Fingertip detection based on arc detec-
tion.

Problem 2 The posture and radius of an arc change de-
pending on the position and posture of a fingertip.

Problem 3 An edge line may break due to the failure of
edge detection.

The previously proposed methods (e.g., [12]) cope with these
problems by iterative computation and robust statistics meth-
ods. While these methods can find and detect the precise
position and posture of a large target, their computational
time is excessive and they are unsuitable for detecting a
small target. These characteristics render it unsuitable with
our system because (1) for a user to employ the WVT pleas-
antly, image processing has to finish in real time and 2) the
size of a fingertip is quite small in the image (about 10 × 10
[pixels] in the example shown in Fig.6).

We propose the arc detection method based on analyz-
ing edge lines within sub-arcs. The scheme for detecting a
fingertip with the proposed method is as follows:



Step 1 Generate a lookup-table window of fingertip edges
in advance. Fig.8 (1) illustrates an example. The edge
points in the lookup-table window are inserted be-
tween the minimum and maximum radiuses (denoted
by rmin and rmax, respectively) of a fingertip arc ob-
served in an image6.

Step 2 Divide the edge points in the lookup-table window
into Na sub-arcs {A(1), A(2), · · · , A(Na)}, each of whose
apex is the center of the lookup-table window as il-
lustrated in Fig.8 (2). The set of edge points in the
sub-arc Ai, where i ∈ {1, · · · , Na}, is described as
{P Ai

p |p ∈ {1, · · · , NAi}, where NAi denotes the num-
ber of edge pixels in the sub-arc Ai. This step is also
achieved before using the WVT.

Step 3 Let (Cx, Cy) be the center of the square window W
with side rmax [pixel] long in the observed edge image.
If the number of edge points in W exceeds a predefined
threshold, go to Step 4.

Step 4 Check whether or not the sub-arc Āi in the win-
dow W includes the edge point whose coordinates are
identical to P Ai

x , where x ∈ {1, · · · , NAi}. A sub-arc
that satisfies this condition is called a matched sub-arc.
Fig.8 (3) illustrates an example.

Step 5 Let the combination of sub-arcs {Āc, Āc + 1, Āc +
Na
2

− 1} compose a semicircle C̄c. If all of these sub-
arcs are the matched sub-arcs, C̄c is considered to be
a detected semicircle in the observed image as shown
in Fig.8 (4).

Step 6 Execute the above Steps 3, 4 and 5 for all the pixels
within the region of the input surface.

Step 7 To select a fingertip region from a group of detected
semicircles, the circle-template matching method pro-
posed in [11] is employed; (1) the window image of each
semicircle is binarized by employing [13] and (2) each
binarized window image is compared with the circle-
template image and the one with the highest correla-
tion value is selected as a fingertip. The center of the
selected semicircle is considered to be the position of
the fingertip.

Since our template model of a fingertip can be designed so
that it accepts a variety of bent arcs with various sizes, the
above problems 1 and 2 are solved. In the Step 5, all pixels
in a sub-arc are checked whether or not the observed edge
image is matched with the template model. This procedure
keeps the high correlation between the observed image and
the template model even if the edge line of a fingertip breaks,
i.e., in the case of the problem 3.

In addition, for fast processing and stable detection, the
above semicircle detection in the Step 6 is restricted by the
following rule; we assume that a user points his/her fingertip
upward in the observed image while drawing as shown in
Figures 2 and 5. As a result, the number of semicircles,
each of which can be a candidate of a fingertip, decreases.

Note that when a user holds a surface in his/her hand, its
fingertip(s) is observed within the surface. To discriminate
between the fingertips holding the plane surface and drawing

6rmax and rmin are determined based on the actual observed
image in advance.

(a) 0[cm] (touch) (b) 3[cm] (c) 5[cm]

Figure 9: Histograms of gray values around a fin-
gertip in a gradient image (Vertical axis: gray value
of each pixel, Horizontal axis: frequency).

an input, the system has to 1) detect the fingertip holding
the plane surface before he/she stars drawing and 2) regard
it as a non-input fingertip.

With the above scheme, the WVT can detect and track
the fingertip of a user in real time.

3.3 Discrimination between Input and Non-
input States

As mentioned before, the system can estimate the geomet-
ric configuration among observed objects based on depth-
dependent information included in an infrared image; gray
values in an infrared image are varied in accordance with the
distance between the active-infrared camera and an observed
object. By employing this property, we estimate whether or
not a user touches the input surface with his/her fingertip.

Although gray values in an infrared image include depth-
dependent information, they vary not only depending on
the distance but also depending on various other factors, for
example, their materials and the posture of an input sur-
face. This results in difficulty in investigating the relation-
ship between the distance and gray values at every situation
in advance. Accordingly, in our system, a user registers the
difference between observed gray values in the case of touch-
ing and not touching the plane surface actually used as the
input surface before he/she uses the WVT system with this
plane surface.

The above registration is practically implemented as fol-
lows. To register the variation of gray values around the
fingertip in the case of touch, the system observes an in-
put surface while a user moves his/her finger on it. During
this operation, the system detects the fingertip and acquires
the histogram of gray values in the gradient image, which
is the derivative of the local image values and generated by
applying the Sobel operator to the original observed image.

Figure9 shows an example of the acquired histogram of
gradient values around a fingertip. This histogram is gener-
ated from all pixels with the exception of a finger region in
a square window whose center is the detected fingertip. For
comparison, we also show examples of the gradient-value his-
tograms in the case of non-touch (Fig.9 (b) and (c)), both
of which was observed in the same condition, i.e., 1) the
geometric configuration (i.e., position and posture configu-
ration) between the camera and the input surface was not
changed and 2) the fingertip was projected onto the same
position of the image coordinate system. The distributions
of gradient values shown in Fig.9 (a), (b) and (c) are dif-
ferent from each other because gray values on and around
the boundary of a finger change depending on the following
factors:

• A finger’s shadow: The shade and size of a finger’s
shadow vary according to the distance between the



finger and the input surface. The reflectance of an
infrared ray is attenuated by the dark shadow.

Segen[14] also proposed the method that estimates the
3D position and posture of a finger by analyzing a fin-
ger’s shadow. Since the finger and its shadow have to
be detected separately in this method, it is impossi-
ble to estimate the 3D information of a finger when it
touches an object (because its shadow cannot be ob-
served). We, therefore, cannot employ this method for
implementing the WVT.

• Distance between finger and input surface regions: The
distances from the camera to a finger and to an in-
put surface change the gray values of their regions.
In other words, the gray values between their regions
represent the distance between them.

We characterize each distribution as a variance of gradient
values. In these experimental results, as the distance be-
tween the fingertip and the input surface becomes closer,
the variance of gradient values becomes greater. In this
case, therefore, the system has to consider that a finger-
tip touches an input surface when the variance of observed
gradient values is larger than a predefined threshold. The
smallest variance acquired during the above operation is re-
garded as the threshold. Note that the relationship between
the touch and non-touch states may be reversed depend-
ing on observed variances in those states, namely the closer
the distance between the fingertip and the input surface be-
comes, the smaller the variance becomes. In this case, the
largest variance is considered to be the threshold.

In the former WVT[1], a histogram of gradient values
is generated from pixels in a square window as described
above. In this square window, however, there may exist
several edge lines caused by texture patterns of the input
surface. These edge lines seriously corrupt the relationship
between the variances observed when a finger touches and
is apart from an input surface.

To determine this relationship without being interfered by
texture patterns of an input surface, we scan pixels along
the boundary edge of a finger in a square window and then
calculate the variance of gradient values of these pixels. The
pixel values along the boundary edge of a finger are scarcely
affected by edge lines on an input surface. As a result, the
WVT system can distinguish whether or not a finger touches
an input surface even if the surface has texture patterns with
complicated edge lines.

The geometric configuration between a camera and an in-
put surface changes while a user moves his/her head and
hand. The gray values of an input surface, then, vary de-
pending on this geometric configuration. That is, a con-
stant threshold fails to detect the input state if the input
surface moves. To solve this problem, we adjust the thresh-
old depending on the average of the gray values of the input
surface region around a fingertip. An example of the rela-
tionship between the threshold and the gray values is shown
in Fig.10. The horizontal and vertical axes show the av-
erage of the gray values and the variance of the gradient
values, respectively. This graph was obtained by observing
the fingertip on the input surface while the position of the
fingertip and the geometric configuration between the cam-
era and the input surface were changed. This procedure is
done in the registration mode. Suppose that the smallest
variances at each horizontal point (i.e., the lower boundary

0

1000

2000

3000

4000

5000

6000

7000

8000

40 60 80 100 120 140 160 180 200 220 240

Gray value

Variance

L(g)

Figure 10: Variable threshold L(g) which are
determined depending on the gray value of the
observed input surface.

of the observed values) are represented by the function L(g)
as illustrated in Fig.10. When the system is in the input
mode, the system considers a fingertip as touching an input
surface if the variance of observed values along the boundary
edge of a finger is above L(g).

3.4 Continuous Superimposed Display of the
Input Locus

To correctly transform the fingertip locus between differ-
ent observed images, we have to estimate the 3D geomet-
ric configuration between the camera and the input surface.
This procedure, however, requires a complicated reconstruc-
tion of 3D information.

In the proposed system, therefore, the approximate trans-
formation is employed: for the transformation between the
current image and the image buffer for recording the finger-
tip locus, the following approximate equation is employed:

P (u, v) = (1− v)((1−u)P00 +uP10)+ v((1−u)P01 +uP11),
(1)

where 0 ≤ u ≤ 1, 0 ≤ v ≤ 1 and P00, P01, P10 and P11

denote a 2D point. This equation transforms a 2D point
in the square (denoted by Bs) determined by (0, 0), (0, 1),
(1, 0) and (1, 1) to a 2D point in an arbitrary tetragon de-
termined by P00, P01, P10 and P11. We regard Bs and
(P00, P01, P10, P11) as the image buffer and the coordinates
of the four vertices of the input surface, respectively.

The continuous superimposition of a fingertip locus on the
HMD is implemented by the following procedures:

• When the new input result (i.e., the fingertip position
on the input surface) is obtained, it is projected to the
image buffer by the inverse projection of Equation (1).

• At every captured timing, the locus in the image buffer
is re-projected onto the observed image by employing
Equation (1).

4. EXPERIMENTS
We conducted experiments to verify that our proposed

system works well. Our system consists of a PC (PentiumIII
1.5GHz), a wearable active-infrared camera and a HMD.



Figure 11: Surface used as an input board.
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(a) Perpendicular surface (b) Slanted surface

Figure 12: ROC curves in two experiments.

The active-infrared camera system consists of a SONY XC-
EI50 with an infrared-pass filter and 24 small infrared-LEDs.
The size of a captured image is 640 × 480. With these
resources, the system could capture and process images at
about 0.1[sec] intervals (10[frames/sec]) on average. In all
the experiments, we used a sheet of A4-size paper shown in
Fig.11 as the input surface. To verify the performance of
the proposed system, reference figures (i.e., the circle and
the cross) were drawn on the surface.

In what follows, we show three experimental results, which
shows 1) the correctness of the discrimination between in-
put and non-input states, 2) the input accuracy, and 3) the
effectiveness of the superimposed display.

4.1 Correctness of the discrimination between
input and non-input states

A user tracked the reference figure on the input surface
with the fingertip. We assume that the ground truth of the
drawn fingertip-locus was identical to the reference figure.
If the distance between the position of the detected fingertip
and the reference figure is smaller than 5[pixels] when the
system regards the fingertip as touching the input surface,
this detected position is considered to be the correct input
data. Otherwise, this detected position is considered to be
the error input data. The former and latter mean “the sys-
tem correctly detects the input state when a user touches
the input surface” and “the system incorrectly detects the
input data when a user does not touch the input surface”,
respectively. To verify whether or not the system correctly
discriminates between the input and non-input states, we
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Figure 13: Input accuracy. Upper: Perpendicular
input surface, Lower: Slanted input surface.

(a) Perpendicular surface (b) Slanted input surface

Figure 14: Superimposition while moving the plane
surface.

evaluated the following two rates in the ROC curve:

True positive: The rate of correct inputs.

False positive: The rate of error inputs.

We evaluated these values in the proposed adaptive thresh-
old method (the solid line in Fig.12) and the fixed threshold
(the dotted line in Fig.12). Figures 12 (a) and (b) show the
results for the surface perpendicular to the optical axis of
the camera and the slanted surface, respectively. Especially
for input in the slanted surface, the proposed method pro-
vided better results. We can, therefore, confirm that the
proposed adaptive threshold method is required for a wear-
able computing environment.

4.2 Accuracy of input data
We verified the distance accuracy of the input data by

evaluating the error distance between the reference figure
and the drawn locus. The user tracked the reference figure
with the fingertip as well as in the above experiment. Fig-
ures 13 (a) and (c) show the drawn loci. Figures 13 (b) and
(d) show the histograms whose horizontal and vertical axes
indicate the error distance and the number of the drawn
points. In the perpendicular surface, the average, median
and variance values of the error distance were 3.06, 2.83 and



5.64, respectively. In the slanted surface, the results were
3.15, 2.83 and 6.15. In both cases, the rates of the drawn
points, whose error distances were within 5[pixel], were over
90%. We consider this accuracy to be enough for practical
use.

4.3 Effectiveness of the superimposed display
To verify the effectiveness of the superimposed display, we

projected the reference figure from the perpendicular sur-
face (shown in Fig.14 (a)) to the slanted surface (shown in
Fig.14 (b)) through the buffer image. The projected figure
did not completely coincide with the reference figure on the
slanted surface. We could, however, continuously draw in
the slanted input surface while visually checking the geo-
metric configuration between the projected figure and the
newly input locus.

5. CONCLUDING REMARKS
By employing the properties of an active-infrared camera,

we developed the wearable virtual tablet. A user can draw
an arbitrary locus on a rectangular surface held by his/her
hand. Since the drawn locus is displayed on the HMD and
its shape is dynamically adjusted depending on motions of
the user and input surface, the user can continuously utilize
the WVT in a wearable computing environment.

We mention the following advantages of the WVT.

• The WVT consists of a camera and a HMD, both of
which are general in a wearable computing environ-
ment.

• Although a rectangular object is required as the input
surface, various objects can be used. We, therefore,
need not to carry any special input surface.

• We can use the WVT intuitively without any training.

The WVT can be used instead of common input-interfaces
as follows.

Keyboard By employing a method for hand-written char-
acter recognition, every character (including numerals,
alphabets, Chinese characters, and so on) can be in-
putted. We will confirm the effectiveness of character
input (e.g., recognition rate and the max number of
characters that a user can input in a single image)
with the WVT.

Mouse By superimposing the display image of a PC on
the area of the input surface, a user can point at the
display image. With this ability, he/she can easily ex-
ecute several mouse operations such as clicking and
dragging. Confirming the effectiveness of these opera-
tions will be also included in our future work.
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